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ABSTRACT Previously, tactile displays focused on the tactile presentation of the surface of a virtual
object. In contrast, this study attempts to provide a tactile feeling on the space inside a virtual object when
fingers penetrate it. Our previous study developed a finger-mounted pin-array display with the smallest
pin pitch, representing the highest spatial resolution. Using the display, we attempt to present the tactile
impression of “Rough,” “Grainy,” and “Sparse” which correspond to Japanese onomatopoeia of “Zara-
Zara,” “Tsubu-Tsubu,” or “Chiri-Chiri” with simple patterned stimuli arranged in 3D space. A series of
experiments were conducted in this study to determine the following: (1) the stimuli that can provide
users with different tactile impressions inside objects and (2) the effect of tactile display spatial resolution
on the recognition of tactile impressions inside objects. The results clarified that we could provide three
different tactile impressions in space with certain stimuli configurations. Besides, the results demonstrated
that participants recognized the tactile impression better with a larger spatial resolution configuration of the
device. This study reveals a new field of tactile presentation, that is, tactile presentation inside an object.

INDEX TERMS Haptics, Tactile Presentation, Pin-arrays

I. INTRODUCTION

WHEN objects are touched in the real world, we can
sense various tactile information [1], [2]. We can

recognize the properties of an object’s surface by touching
the object surface [3]. For example, the “Enclosure” or the
“Contour following” can be used as one of the exploratory
procedures to sense the global or local shape of objects [4].
Also, we can recognize the surface tactile roughness by
“Lateral motion” [5].

Similarly, by touching the surface of a real object, we can
indirectly recognize the internal properties. “Pressure” can
be used as one of the exploratory procedures that provide the
compliance or hardness cues of objects [6]. Because fingers
cannot penetrate objects in the real world, the internal prop-
erties can only be indirectly inferred based on the interaction
between the fingers and the object surface.

On the other hand, virtual tactile rendering technologies
make it possible to allow users to experience a tactile im-
pression that cannot be experienced in the real world. If

FIGURE 1: Users touch 3D space inside the object and feel
tactile impression.

users utilize wearable haptic displays, such as [7] or [8], the
virtual objects can be penetrated by the fingers, and the user
can directly experience touching the three-dimensional (3D)
space inside a virtual object. As an application of wearable
displays, this study proposes a tactile impression presentation
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while touching the 3D space inside a virtual object. We pro-
vide different tactile impressions such as “grainy” or “rough”
for the 3D homogeneous space inside a solid virtual object
(shown in Fig. 1). Presenting various tactile impressions
when touching inside the object can be used to use cases such
as educational material for understanding the structure inside
an object by touching it that is untouchable in the real world.
An example of the use cases is the anatomical materials for
medical training. Conventionally, the utilization of computer
graphics that resort to a vision for the understanding of the
human body has been developed [9]. Here, in addition to
vision, if educational materials that use tactile sensation are
developed, there is a possibility that it may lead to further
promotion of understanding. In this use case, users penetrate
the virtual body and touch the various body parts inside
the body which gives users different tactile feelings. To
realize this, it is better that we can freely control the tactile
impression inside objects. However, studies regarding the
tactile presentation inside objects have not been conducted,
which may be partially due to the requirement of a display
that provides distributed haptic feedback with a high spatial
resolution to express the tactile impression of 3D space inside
objects.

Previously, we developed a finger-mounted pin-array dis-
play that has the smallest pin pitches, representing the high-
est spatial resolution ever [10]; using this device, we have
empirically known that we can present the tactile impression
of dusty (“Chiri-Chiri” in Japanese onomatopoeia), grainy
(“Tsubu-Tsubu”), or rough (“Zara-Zara”) surfaces for 3D
space inside objects when users receive specific patterned
stimuli that are spatially arranged in space. We conducted
experiments on the three tactile impressions we empirically
knew by chance to clarify the following items:

• The stimuli that can provide users with different tactile
impressions inside objects.

• The effect of tactile display spatial resolution on the
recognition of tactile impressions inside objects.

II. RELATED WORK
A. TACTILE DISPLAY FOR 2D SURFACE

According to Okamoto et al. [3], the following five princi-
ple tactile dimensions are used for the human tactile per-
ception of surface textures: fine/macro roughness, friction,
warmness, and hardness. For example, regarding roughness,
vibrotactile feedback while scanning virtual textured surfaces
is commonly used for rendering the surface roughness [11].
Vibrotactile actuators are now embedded in smartphones
or vibrotactile pens and are highly accessible (e.g., Apple
Watch [12]). Regarding friction, researchers have developed
friction displays that present tangential forces over the user’s
fingers. Force displays such as PHANToM represent the
actual frictional force in the tangential direction of a contact
surface [13]. Considering another approach, the frictional
characteristics of a contact surface have been changed by
using a squeeze film generated by ultrasonic vibration [14], a

SAW [15], or a thin film slider operated by electrostatic force
[16].

While these displays present users with surface tactile
sensation, this study focuses on the tactile sensation for 3D
spaces inside virtual objects.

B. HAPTIC FEEDBACK FOR 3D SPACE
For presenting the haptic feedback of 3D spaces, there are
various approaches including the use of grounded-type de-
vice [17], [18], wearable devices [19], or mid-air haptics [20],
[21].

Recently, there has been an increasing interest in exploring
mid-air haptics. Focused ultrasound beams can be used to
create a localized sense of pressure on the fingertip in mid-
air. An array of ultrasound transducers generates a focal
point by individually controlling each transducer’s phase and
intensity in a phenomenon known as acoustic radiation pres-
sure. The pressure was used for presenting touchable icons
[22], multipoint haptic feedback [23], and three-dimensional
shapes [24]. Although recent studies have attempted to sim-
ulate multi-point [23], it is difficult to control the pressure
distribution on the skin at the millimeter scale. Our hypothe-
sis states that devices that can present distributed forces with
a high spatial resolution are suitable for presenting tactile
sensations in 3D space inside objects. Thus, we focused on
the pin-array display.

C. PIN-ARRAY DISPLAY
There are two types of pin-array displays: grounded and
wearable. Mechanically grounded pin-array displays can
present robust haptic cues using grounded forces with
users [25]–[27]. However, when users move their hand or fin-
ger to any position in the space around, these devices cannot
display the shapes. Namely, the workspace and portability
are constrained. A large interactive mobile workspace may
be useful for the exploration of virtual spaces.

Recently, more haptic system designs considering wear-
ability have started to appear; thus, wearable pin-array dis-
plays were developed [28], [29]. To provide users richer
haptic information, the high contact point density is essen-
tial [30]. A few studies have attempted to increase the contact
point density [29], [31]. The development of a high-density
pin-array is complex since the pins were integrated with the
actuators, such as motors, and the size of the actuator was a
constraint. Due to its difficulty in developing a high-density
pin-array display, no study focuses on presenting the tactile
presentation inside virtual objects, which requires distributed
haptic feedback with a high spatial resolution.

In our previous study [10], we adopted a pneumatic drive
because a pneumatic actuator, or air cylinder, can be a simple
and slim structure; This realized the pin-array displays that
have the highest density. Details regarding the previously
developed display are presented in the next section. As one
of the applications of the high-density pin-array displays, we
focus on the presentation of the tactile presentation inside
the virtual objects. With our high-density display, the present
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study attempted to present the tactile presentation inside
virtual objects for the first time.

III. APPARATUS
A. SYSTEM OVERVIEW
In the user studies, we used the finger-mounted pin-array
display system, which consisted of a finger-mounted pin-
array display, head-mounted display (HMD), sensor, simu-
lator, and air pressure controller (shown in Fig. 2).

B. SYSTEM COMPONENTS
1) Sensor and HMD
Users wore HMD (HTC Vive) on their faces to watch a
virtual scene (shown in Fig. 3) and were seated comfortably
in a chair. The index finger of their dominant hand was placed
in a pin-array display. In order to reduce the burden on the
participants due to the weight of the device, the device was
supported from above with stretchable elastic string from
the ceiling. The position and orientation information of the
fingertip were obtained by the magnetic sensor (POLHE-
MUS 3SPACE FASTRACK) attached to the user’s dominant
hand’s index fingertip. The fingertip position and orientation
information were updated at 120 Hz and sent to a PC via
serial communication from the sensing system.

In addition, users wore noise-canceling headphones to hear
white noise to muffle the external sounds. Users wore an
HTC Vive Controller on the non-dominant hand to answer
the questions in the experiment.

2) Simulator
A simulator (Unity3D) received the position and orientation
of the finger from the sensor system. It moved and rotated
the virtual finger surface according to the sensor value. The
virtual finger had the nodes on the finger surface, which
corresponds to the 128 pins of the pin-array display. If the
collision of the nodes was detected, the control values were
sent to the air pressure controller via serial communication.

3) Pin-array display
The finger-mounted pin-array display (shown in Fig. 4) was
the same as presented in [10]. The update rate and response
time of the system were 50 Hz and 75 ms. In an informal
study conducted by authors before user studies, we did not
feel the incongruency between the vision and haptics due
to the devices’ refresh rate and response time. The pin’s
grouping condition and the presented stimuli were newly
configured in this study, which is described in the next
sections.

C. GROUPING CONDITION TO SIMULATE SPATIAL
RESOLUTION
To investigate the effect of the device’s spatial resolution
on the recognition of the tactile impression inside objects,
the density of the pin-array device must be controlled in the
experiment. One of the methods to control the density of pin-
arrays can be to create three wearable pin-array devices with

different spatial resolutions and then experiment with them.
However, that would be problematic because participants
would have to replace the devices during the experiment,
which would make the participant aware of the spatial res-
olution of the display in use. We need to control the spatial
resolution of the pin-arrays without replacing them.

Thus, this study simulated the spatial resolution of pin-
arrays by grouping multiple pins into one virtual pin. Three
grouping conditions were used. Grouping 0 used all pins
individually (pin pitch is 1.4 mm, as shown in Fig. 5 (a)).
Grouping 1 grouped three pins into one and enabled/disabled
the three pins together (pin-to-pin distance 2.1 mm, as shown
in Fig. 5 (b)). Grouping 2 used four pins as one group (dis-
tance between pins 2.8 mm, as shown in Fig. 5 (c)). Pins that
cannot be grouped were not used. The output pressure of each
pin was calibrated in advance. If the pin of the Grouping 0
condition was enabled, it was configured to output 0.08 MPa.
If the pin of the Grouping 1 condition was enabled, each pin
was configured to output 1/3 of 0.08 MPa to make the output
of the representative point equal to Grouping 0. Each pin in
the Grouping 2 condition was configured to output 1/4 of 0.08
MPa based on the same concept previously indicated. This
adjustment of output depending on the grouping conditions
was required to make the output at each representative point
the same. This could make the density variable the only target
of the comparison variable.

D. STIMULI PATTERN
As a first attempt at presenting tactile sensation inside the
object, this study presented distributed stimuli that can be
represented by spatially periodic stimuli whose control pa-
rameters are simple. As spatially periodic stimuli to represent
stimuli inside the virtual objects, we used stimuli patterns
that can be expressed by arranging spheres in a 3D grid
pattern (Fig. 6). The tactile sensation may change depending
on the direction in which the finger is moved, but in the
experiments in this study, the finger movement was restricted
to one direction.

When the nodes (which corresponded to pins) in the sim-
ulator overlapped the stimuli, the pin was pushed against
the finger skin at a constant pressure. When there was no
overlap with the stimuli, the pin did not push the skin. Under
Grouping 1 and Grouping 2 conditions, the pins in a certain
group pushed or did not depend on whether the representative
point of the group overlapped the stimuli.

The control parameters of the stimuli patterns could be
the sphere radius and spacing between spheres. However, in
this study, we present the stimulus by configuring the sphere
radius while fixing the spacing between the spheres at 2 mm
because it is not efficient to explore the entire configuration
of the stimuli patterns.

In advance, it was found in our informal study that a
“grainy (Tsubu-Tsubu),” “sparse (Chiri-Chiri),” or “rough
(Zara-Zara),” feeling can be felt with the specific sphere
radius and spacing of the spheres. This study focused on these
three specific feelings.
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FIGURE 2: Data flow through components of the system and a user.

FIGURE 3: Apparatus

FIGURE 4: Specification of pin-array haptic device [10]. The
number of pins is 128 and the pin pitch is 1.4 mm

IV. USER STUDIES
The purpose of a series of experiments in this study is to
clarify the configuration of stimuli patterns and the spatial
resolution of the device, with which we can present three
types of tactile impressions inside the object. Therefore,
we conducted two experiments (stimuli configuration exper-
iment and stimuli discrimination experiment). The stimuli
configuration experiment was conducted to prepare the stim-
uli patterns that was used in the discrimination experiment.
In the stimuli discrimination experiment, we answered the
research questions stated in the Introduction section.

The apparatus described in the previous section was used
in the user studies. This study was approved by the ethics

(a) Grouping0

(b) Grouping1

(c) Grouping2

FIGURE 5: Pin-array devices’s grouping conditions to simu-
late spatial resolution. (a) Grouping0: all pins move indepen-
dently and the pin pitch is 1.4 mm. (b) Grouping1: three pins
are grouped and the pins move together. The pin pitch is 2.1
mm. (c) Grouping2: four pins are grouped and the pin pitch
is 2.8 mm.

committee of the University of Electro-Communications (ap-
proved number: 19005).

A. USER STUDY 1: STIMULI CONFIGURATION

In this experiment, we investigated the optimized stimuli
patterns for each grouping condition where participants could
feel the three specific tactile sensations. There were ten
participants with ages ranging from 22 to 26. The partici-
pants were all right-handed. All participants had normal or
corrected-to-normal vision and no history of neurological
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FIGURE 6: Example of stimuli patterns; (a) radius of stimuli
sphere is 0.1 and (b) radius of stimuli sphere is 0.4.

impairment. All participants were naive to the purpose of
the study. Written informed consent was obtained from each
individual before the experiments were performed.

There were three tactile sensation conditions and three
grouping conditions. Thus, there were a total of nine condi-
tions. Participants conducted the experiment three times for
the nine conditions, for a total of 27 trials. The presentation
order of 27 trials was pseudo-randomly assigned across par-
ticipants.

1) Task Design
This experiment used a within-participants design.

On the HMD screen, an explanatory text, a cube with
a spherical area inside, a finger object, and a slider for
answering the radius of the stimuli patterns were displayed
(Fig. 7). In each trial, the participant touched the inside of
the cube from top to bottom while viewing the cube and
the finger object. Then, the radius of the stimuli patterns
was configured to feel the same as the description of the
tactile feeling presented on the screen. The speed of finger
movement was not constrained. In addition, participants were
allowed to move their fingers from top to bottom several
times.

When configuring the radius of stimuli patterns, partic-
ipants pressed the button on the controller of the non-
dominant hand. After the adjustment, the enter button was
pressed to end the trial. Participants were instructed so that
they should adjust the radius in terms of tactile sensation
instead of force.

2) Results
Table1 presents the average configured radius of the stimuli
patterns with the standard error for each tactile sensation
and grouping conditions. We performed a two-way repeated
ANOVA of the tactile sensation and grouping condition
factors on the configured radius of the stimuli patterns.
According to the ANOVA results, there was a significant

FIGURE 7: Screen of presented to participants by head-
mounted display in user study 1

TABLE 1: Configured radius of stimuli patterns

(unit: mm)

Chiri-Chiri
(Sparse)

Tsubu-Tsubu
(Grainy)

Zara-Zara
(Rough)

Grouping0
(pin pitch: 1.4mm) 0.421 ± 0.056 0.532 ± 0.051 0.697 ± 0.066

Grouping1
(pin pitch: 2.1mm) 0.845 ± 0.103 0.857 ± 0.069 1.203 ± 0.081

Grouping2
(pin pitch: 2.8mm) 0.907 ± 0.098 1.175 ± 0.079 1.320 ± 0.084

effect of the tactile sensation condition (F (2, 171) = 15.27,
p = 7.9 × 10−7), and a significant effect of the grouping
condition (F (2, 171) = 44.5, p = 2.7 × 10−16). There
was no significant interaction effect between the two factors
(F (4, 171) = 0.92, p = 4.5 × 10−1). The ANOVA results
suggest differences in the radius for each combination of
the tactile sensation and grouping conditions. Under all the
grouping conditions, the order of the configured radii tended
to be "Chiri-Chiri" < "Tsubu-Tsubu" < "Zara-Zara". Fur-
thermore, there was a tendency for the configured radii to
be larger as the simulated spatial resolution was smaller.

B. USER STUDY 2: STIMULI DISCRIMINATION
Using the configured stimuli patterns in User Study 1, User
Study 2 answered the questions stated in the introduction
section.

The same ten participants were used for this study. For
the trial in this experiment, participants discriminated three
tactile feelings with certain grouping conditions. There were
12 trials for each condition; thus, the total number of trials
was 36 for each participant. The configured average radius
value was used for each combination of the grouping and
tactile sensation conditions, as shown in Table 1.

1) Task Design
This experiment used a within-participants design.

On the HMD screen, we displayed explanatory text, three
cubes with configured stimuli patterns inside, finger objects,
and three dropdowns for selecting textures (shown in Fig. 8).
Based on the results of Experiment 1, the stimuli patterns
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for the radii were configured to feel "Chiri-Chiri", "Tsubu-
Tsubu", and "Zara-Zara" in random order. The participant
touched the cubes one at a time from top to bottom while
viewing the three cubes and the finger object. Then, the
participant discriminated which tactile feeling they felt inside
of the three cubes and selected the texture from the drop-
down category.

The speed of finger movement was not constrained. In
addition, participants were allowed to move their fingers
several times from top to bottom.

FIGURE 8: Screen of presented to participants by head-
mounted display in user study 2

2) Results and Discussions
The result of selection probability is shown in the confusion
matrix for each grouping condition (in Fig. 9). The proportion
of discrimination accuracy under the Grouping 0 condition
was 0.8, while those under Grouping 1 and Grouping 2 were
0.53 and 0.56, respectively. The result of Grouping 0 demon-
strates that we can present three different tactile sensations
inside objects. In contrast, the discrimination was difficult
with Grouping 1 or Grouping 2. To determine whether there
is a difference in the three conditions’ population propor-
tions, we performed a two-proportion z-test with Bonferroni
correction. The null hypothesis indicates that the two popu-
lation proportions are the same. A significant difference was
found between the Grouping 0 and Grouping 1 conditions
(z = 0.99, p < 0.01). Another significant difference was
found between the Grouping 0 and Grouping 2 conditions
(z = 0.99, p < 0.01). This analysis addressed the concerns
stated in the introduction sections. Namely, the spatial reso-
lution needs to be high to present the tactile sensation inside
an object. In addition, if the radii are 0.421, 0.532, or 0.697,
the users can recognize the “Chiri-Chiri,” “Tsubu-Tsubu,” or
“Zara-Zara” impressions.

V. GENERAL DISCUSSIONS
1) Application of Inside Touch
In this study, a novel attempt was made to present the tactile
feeling inside an object. The result indicated the possibility
that we can present at least three kinds of tactile feeling.

(a) Grouping0 (Pin pitch: 1.4mm)

(b) Grouping1 (Pin pitch: 2.1mm)

(c) Grouping2 (Pin pitch: 2.8mm)

FIGURE 9: Results of correct answer rate in user study 2.

This section describes the use cases where such a tactile
presentation could be applied. There are two main different
use cases. The first one is the use case where users touch
space inside the solid surface of the object that is untouchable
and the second one is the use case where users touch space
inside liquid or air.

As one of the examples of the first use case, it can be used
as educational material for understanding the structure inside
an object by touching it that is untouchable in the real world.
Recently, anatomical teaching materials for medical use,
teaching materials that utilize the five senses have recently
been developed. For example, the utilization of computer
graphics that resort to a vision for the understanding of the
human body has been developed [9]. Here, if educational
materials that use tactile sensation are developed, there is
a possibility that it may lead to further promotion of un-
derstanding. Here, if educational materials that use tactile
sensation are developed, there is a possibility that it may lead
to further promotion of understanding. In this use case, users
penetrate the virtual body and touch the various body parts
inside the body which gives users different tactile feelings.
Since the human body is actually "touched" in surgery and
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palpation in the real world, it may be effective to learn by
associating anatomical material of the body with the sense of
touch. Of course, it can be used not only for the human body
but also for various structural things such as the structure of
buildings and the structure of industrial products.

The second is the idea of using it for the tactile presentation
of space inside liquids and gases. Actually, in the real world,
humans can penetrate the inside of the liquids and gases with
a finger and feel the tactile sensation, and thus, if the tactile
sensation inside the virtual liquid or gas can be presented, the
realism for the virtual liquid or gas can be enhanced.

These applications have not been tested in this study. We
need to find out how effective the application can be in the
future.

2) Limitations
There are several limitations in this study, Which includes the
limited space of the stimuli patterns used in this study. The
control parameters of the stimuli patterns can be the sphere
radius and spacing between spheres; however, we fixed the
spacing at a 2 mm constant. We did this to reduce the explo-
ration space of the stimuli patterns and avoid lengthening the
experiment. However, if we made the participant adjust not
only the radius but also the spacing, the configuration of the
radius would change. Note, the results were obtained in an
environment where the spacing was fixed at 2 mm.

Another limitation is the limited tactile feeling addressed
in this study. We focused on the three tactile sensations em-
pirically found in our informal experiment. However, there is
a possibility that other tactile impressions can be presented
with this high-density device. For example, if we use both
spacing and radius as the control parameters, there is a pos-
sibility for more types of tactile feelings to be found. In the
future, we plan to investigate the dimensional composition of
the tactile sensations that can be presented.

VI. CONCLUSIONS
This study used a high-density finger-mounted pin-array
display to provide tactile feeling inside a virtual object when
fingers penetrate it. We conducted a series of experiments.
The results clarified that we could provide three different
tactile impressions in space with certain stimulus configu-
rations. Also, the results demonstrated that participants rec-
ognized the tactile impression better with a larger spatial
resolution configuration of the device. This study contributes
to revealing a new field of tactile presentation, that is, tactile
presentation inside an object.

REFERENCES
[1] S. J. Lederman and S. G. Abbott, “Texture perception: Studies of intersen-

sory organization using a discrepancy paradigm, and visual versus tactual
psychophysics,” Journal of Experimental Psychology: Human Perception
and Performance, vol. 7, no. 4, pp. 902–915, 1981.

[2] S. J. Lederman and R. L. Klatzky, “Haptic perception: A tutorial,” Atten-
tion, Perception, and Psychophysics, vol. 71, no. 7, pp. 1439–1459, 2009.

[3] S. Okamoto, H. Nagano, and Y. Yamada, “Psychophysical dimensions of
tactile perception of textures,” IEEE Transactions on Haptics, vol. 6, no. 1,
pp. 81–93, 2013.

[4] R. L. Klatzky, S. J. Lederman, and V. A. Metzger, “Identifying objects by
touch: An “expert system”,” Perception & Psychophysics, vol. 37, no. 4,
pp. 299–302, 1985.

[5] Y. Tanaka, W. M. Bergmann Tiest, A. M. L. Kappers, and A. Sano,
“Contact force and scanning velocity during active roughness perception,”
PLOS ONE, vol. 9, no. 3, pp. 1–11, 03 2014.

[6] H. Dan, M. Okamoto, Y. Wada, I. Dan, and K. Kohyama, “First bite
for hardness judgment as haptic exploratory procedure,” Physiology &
behavior, vol. 92, no. 4, pp. 601–610, 2007.

[7] M. Maisto, C. Pacchierotti, F. Chinello, G. Salvietti, A. De Luca, and
D. Prattichizzo, “Evaluation of wearable haptic systems for the fingers in
augmented reality applications,” IEEE Transactions on Haptics, vol. 10,
no. 4, pp. 511–522, 2017.

[8] C. Pacchierotti, S. Sinclair, M. Solazzi, A. Frisoli, V. Hayward, and
D. Prattichizzo, “Wearable haptic systems for the fingertip and the hand:
Taxonomy, review, and perspectives,” IEEE Transactions on Haptics,
vol. 10, no. 4, pp. 580–600, 2017.

[9] H. Seo, “Multi-scale, multi-physics heart simulator, ut-heart vfx break-
down,” In Proceedings of ACM SIGGRAPH 2015 Computer Animation
Festival, p. 104, 2015.

[10] Y. Ujitoko, T. Taniguchi, S. Sakurai, and K. Hirota, “Development
of finger-mounted high-density pin-array haptic display,” IEEE Access,
vol. 8, pp. 145 107–145 114, 2020.

[11] H. Culbertson, J. Unwin, and K. J. Kuchenbecker, “Modeling and render-
ing realistic textures from unconstrained tool-surface interactions,” IEEE
Transactions on Haptics, vol. 7, no. 3, pp. 381–393, 2014.

[12] “Apple watch,” http://www.apple.com .
[13] V. Hayward and B. Armstrong, “A new computational model of friction

applied to haptic rendering,” Experimental Robotics VI, pp. 403–412,
2000.

[14] L. Winfield, J. Glassmire, E. Colgate, and M. Peshkin, “T-pad: Tactile pat-
tern display through variable friction reduction,” In Proceedings of Second
Joint EuroHaptics Conference and Symposium on Haptic Interfaces for
Virtual Environment and Teleoperator Systems, World Haptics 2007, pp.
421–426, 2007.

[15] T. Nara, M. Takasaki, T. Maeda, T. Higuchi, S. Ando, and S. Tachi,
“Surface acoustic wave tactile display,” IEEE Computer Graphics and
Applications, vol. 21, no. 6, pp. 56–63, Nov. 2001.

[16] A. Yamamoto, S. Nagasawa, H. Yamamoto, and T. Higuchi, “Electrostatic
tactile display with thin film slider and its application to tactile telep-
resentation systems,” IEEE Transactions on Visualization and Computer
Graphics, vol. 12, no. 2, pp. 168–177, Mar. 2006.

[17] T. H. Massie, J. K. Salisbury et al., “The phantom haptic interface: A
device for probing virtual objects,” In Proceedings of the ASME Winter
Annual Meeting, Symposium on Haptic Interfaces for Virtual Environment
and Teleoperator Systems, vol. 55, no. 1, pp. 295–300, 1994.

[18] S. Martin and N. Hillier, “Characterisation of the novint falcon haptic
device for application as a robot manipulator,” Australasian Conference
on Robotics and Automation, pp. 291–292, 2009.

[19] G. Nikolakis, D. Tzovaras, S. Moustakidis, and M. G. Strintzis, “Cy-
bergrasp and phantom integration: Enhanced haptic access for visually
impaired users,” In Proceedings of 9th Conference Speech and Computer,
2004.

[20] T. Hoshi, M. Takahashi, T. Iwamoto, and H. Shinoda, “Noncontact tactile
display based on radiation pressure of airborne ultrasound,” IEEE Trans-
actions on Haptics, vol. 3, no. 3, pp. 155–165, 2010.

[21] K. Hasegawa and H. Shinoda, “Aerial display of vibrotactile sensation with
high spatial-temporal resolution using large-aperture airborne ultrasound
phased array,” In Proceedings of World Haptics Conference, pp. 31–36,
2013.

[22] Y. Monnai, K. Hasegawa, M. Fujiwara, K. Yoshino, S. Inoue, and
H. Shinoda, “Haptomime: mid-air haptic interaction with a floating virtual
screen,” In Proceedings of the 27th annual ACM symposium on User
interface software and technology, pp. 663–667, 2014.

[23] T. Carter, S. A. Seah, B. Long, B. Drinkwater, and S. Subramanian,
“Ultrahaptics: multi-point mid-air haptic feedback for touch surfaces,”
In Proceedings of the 26th annual ACM symposium on User interface
software and technology, pp. 505–514, 2013.

[24] B. Long, S. A. Seah, T. Carter, and S. Subramanian, “Rendering volu-
metric haptic shapes in mid-air using ultrasound,” ACM Transactions on
Graphics, vol. 33, no. 6, 2014.

[25] Y. Shimizu, S. Saida, and H. Shimura, “Tactile pattern recognition by
graphic display: Importance of 3-d information for haptic perception of

VOLUME 4, 2016 7



Ota et al.: Inside Touch: Presentation of Tactile Feeling Inside Virtual Object Using Finger-Mounted Pin-Array Display

familiar objects,” Perception & Psychophysics, vol. 53, no. 1, pp. 43–48,
1993.

[26] R. D. Howe, W. J. Peine, D. A. Kantarinis, and J. S. Son, “Remote palpa-
tion technology,” IEEE Engineering in Medicine and Biology Magazine,
vol. 14, no. 3, pp. 318–323, 1995.

[27] D. Leithinger and H. Ishii, “Relief: A scalable actuated shape display,” In
Proceedings of the Fourth International Conference on Tangible, Embed-
ded, and Embodied Interaction, pp. 221–222, 2010.

[28] I. M. Koo, K. Jung, J. C. Koo, J. Nam, Y. K. Lee, and H. R. Choi, “Develop-
ment of soft-actuator-based wearable tactile display,” IEEE Transactions
on Robotics, vol. 24, no. 3, pp. 549–558, 2008.

[29] S. Kim, C. Kim, G. Yang, T. Yang, B. Han, S. Kang, and D. Kwon, “Small
and lightweight tactile display(salt) and its application,” In Proceedings of
IEEE World Haptics Conference 2009, pp. 69–74, 2009.

[30] Y. Ujitoko, S. Sakurai, and K. Hirota, “Influence of sparse contact point
and finger penetration in object on shape recognition,” IEEE Transactions
on Haptics, vol. 13, no. 2, pp. 425–435, 2020.

[31] S. Jang, L. H. Kim, K. Tanner, H. Ishii, and S. Follmer, “Haptic edge
display for mobile tactile interaction,” In Proceedings of CHI Conference
on Human Factors in Computing Systems, pp. 3706–3716, 2016.

YUSUKE OTA is a graduate student at the Uni-
versity of Electro-Communications.

YUSUKE UJITOKO is a researcher at the NTT
Communication Science Laboratories since 2020.
He used to be a member of the R&D Group in Hi-
tachi, Ltd. from 2016 to 2020. He received his PhD
from the University of Electro-Communications,
Japan, in 2020. He received his BE degree in me-
chanical engineering and MAE degree in interdis-
ciplinary information studies from the University
of Tokyo, Japan, in 2014 and 2016, respectively.
His research interests include applied haptic per-

ception and haptic interfaces.

SHO SAKURAI received a B.E. degree in social
and information studies from the Gunma Univer-
sity in 2007, a M.A.E. degree in inter-disciplinary
information studies in 2010 and a PhD degree in
Engineering in 2014 from the University of Tokyo.
Currently, she is a project assistant professor in
Graduate School of Information Systems, the Uni-
versity of Electro-Communications. Her research
interests are multi-modal/cross-modal interfaces
and human-computer interaction. She is also ac-

tive as a manga artist for introduction of the latest research of virtual reality
and artificial intelligence.

TAKUYA NOJIMA received a Ph.D. degree in En-
gineering from The University of Tokyo, Japan, in
2003. He joined the Japan Aerospace Exploration
Agency as a pilot interface and VR simulation
researcher in 2003. He is currently an Associate
Professor with the Department of Informatics Uni-
versity of Electro-Communications, Tokyo, Japan
from 2008. His research interests include haptic
interaction, superhuman sports, human interface,
and virtual reality.

KOICHI HIROTA received the B.S. degree from
the University of Tokyo, Japan, in 1988. He re-
ceived his Ph.D. degree from the University of
Tokyo, in 1994. He was then an assistant professor
with the Toyohashi University of Technology in
1995. In 2000, he was an associate professor with
the University of Tokyo. Currently, he is a profes-
sor in the Department of Human Media Systems,
Graduate School of Information Systems, Uni-
versity of Electro-Communications. His research

interests include haptic rendering and human interfaces. He received several
academic awards.

8 VOLUME 4, 2016


